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AI

ML

Assigning human-like qualities to 

digital experiences

Perceives its environment

Mimics cognitive functions

Learns from example in volumes 

of data

Program that writes itself based 

on examples

Classifies, recommends, predicts, 

groups, segments

Weak AI

Separate cognitive functions, seeing, 

natural language, vision

Strong AI - AGI

Combining weak AI with a 

consciousness or “mind”

What is AI?



Machine Teaching

The significant difference

AutoML Transfer Learning

Generative Adversarial 

Network (GANs)

Machine Learning Overview Machine Learning Core Domains



AI Progression Overview past 3 years

69.9% with MT 
Research system

Machine translation

human parity

96% on RESNET 
vision test

Object detection

human parity

94.9% on 
Switchboard test

Switchboar
d

Switchbo
ard 
cellular

Meeting 
speech

IBM 
Switchboard

Broadcast 
speech

Speech recognition

human parity

89.4% on Stanford 
CoQA test

Conversational Q&A

human parity

General Language Understanding Evaluation (GLUE) 

48%

24%

15%

15%

13%

10%

10%

8%

6%

5%

Microsoft Azure/Cognitive Services

Amazon AWS/Sagemaker

IBM/IBM Watson

SAS

Python

R

Tensorflow

Google Cloud

Hadoop

H2O

Aktueller und geplanter Einsatz von Data Science Plattformen

Gartner

Breakthroughs human parity

Enterprise-ready AI matters

“Organizations may be dabbling with other cloud providers, but when it comes to putting AI in production, that’s when they 

come to Microsoft because they know it will work and has all the enterprise qualities they need.” – Jim Hare, Gartner

Conversational Q&A (CoQA) Test 



AI – the most important 
aspect is …..



„We need to ask ourselves
not only what computers can do,
but what computers should do –
that time has come“

Satya Nadella

CEO Microsoft

Mai 2018





www.thispersondoesnotexist.com



GPT Text Generation

In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously unexplored valley, in the Andes

Mountains. Even more surprising to the researchers was the fact that the unicorns spoke perfect English.

The scientist named the population, after their distinctive horn, Ovid’s Unicorn. These four-horned, silver-white unicorns were 

previously unknown to science.

Now, after almost two centuries, the mystery of what sparked this odd phenomenon is finally solved.

Dr. Jorge Pérez, an evolutionary biologist from the University of La Paz, and several companions, were exploring the Andes 

Mountains when they found a small valley, with no other animals or humans. Pérez noticed that the valley had what appeared to

be a natural fountain, surrounded by two peaks of rock and silver snow.

Pérez and the others then ventured further into the valley. “By the time we reached the top of one peak, the water looked blue, 

with some crystals on top,” said Pérez.

Pérez and his friends were astonished to see the unicorn herd. These creatures could be seen from the air without having to 

move too much to see them – they were so close they could touch their horns.

While examining these bizarre creatures the scientists discovered that the creatures also spoke some fairly regular English. Pérez 

stated, “We can see, for example, that they have a common ‘language,’ something like a dialect or dialectic.”

Dr. Pérez believes that the unicorns may have originated in Argentina, where the animals were believed to be descendants of a

lost race of people who lived there before the arrival of humans in those parts of South America.

While their origins are still unclear, some believe that perhaps the creatures were created when a human and a unicorn met each 

other in a time before human civilization. According to Pérez, “In South America, such incidents seem to be quite common.”

However, Pérez also pointed out that it is likely that the only way of knowing for sure if unicorns are indeed the descendants of a 

lost alien race is through DNA. “But they seem to be able to communicate in English quite well, which I believe is a sign of 

evolution, or at least a change in social organization,” said the scientist.

Intro formulated by

human

Continued by OpenAI

Modell GPT-2 (Feb. 2019)



Quelle: https://deeplearning.mit.edu

KI basierte Erkennung seltener Erbkrankheiten mittels Portraitfoto (DeepGestalt)

Face2Gene

https://deeplearning.mit.edu/


ethics 



LIME
Local

Interpretable

Model-Agnostic

Explanations

1. Permute Data **

2. Calculate distance between permutations and original 

observations

3. Make predictions on new data using complex model

4. Pick m features best describing the complex model 

outcome from the permuted data **

5. Fit a simple model to the permuted data with m

features and similarity scores as weights **

6. Feature weights from the simple model make 

explanations for the complex models local behavior

How

It

Works

Source: https://www.youtube.com/watch?v=CY3t11vuuOM

Kasia Kulma, PHD

Example 

2:

Example 

1:

https://github.com/marcotcr/lime

https://www.youtube.com/watch?v=CY3t11vuuOM
https://github.com/marcotcr/lime


AI – Portfolios and the 
Link to APIs



Microsoft AI Strategy Pilars

Jul 22, 2019

Any tool + any framework Automated ML + Visual Interface + Code first 

For all skill levels

Integrated with Azure DevOps

OpenIndustry leading MLOps



AI – Level of Consumption

Customizable AI Services

Pre-Trained Models

General Pre-Built AI Services

Ef
fo

rt

Custom KIPioneer

Developer

Expert

Everyone

General AI-
Technology

Te
ch

n
o

lo
g

y

AutoML

Transfer Learning

Specialized 
AI-Services

Compiler

PaaS

SaaS

SDK

Comparable Software 
Level

AI Consumption Model

Extract identity

how deep in the stack?



Domain specific pretrained models
To simplify solution development

Azure 
Databricks

Machine 
Learning VMs

Popular frameworks
To build advanced deep learning solutions 

TensorFlowPyTorch ONNX

Azure Machine 
Learning

LanguageSpeech

…

SearchVision

Productive services
To empower data science and development teams

Powerful infrastructure
To accelerate deep learning

Scikit-Learn

Familiar Data Science tools
To simplify model development 

CPU GPU FPGA

From the Intelligent Cloud to the Intelligent Edge

Azure Notebooks JupyterVisual Studio Code Command line

AI Portfolio







General 
availability

Pretrained Model 
Creation and 

Lifecycle 
Management

Customer Cloud Instance

Data / 
Rules

Customized AI Services

General Pre-Built AI Services

Training

Customized 
Model

Deployment

Lifecycle 
Management

API

UI
Juypter 

Notebook / IDE

AI Service Consumer

AI Service Owner, Creator

OnPrem

Edge

Any Cloud

ONNX| Container

Pre-Built AI API Use – Deployment View



Democratizing AI: Time to Value

Custom Vision C
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AI Core Trends



Register and 

Manage Model

Build Image

Build model 

(your favorite IDE)

Deploy Service

Monitor Model

Train & 

Test Model

Integrated with 
Azure DevOps









Cognitive Services & 
Demo



https://azure.microsoft.com/en-us/services/cognitive-services/

https://azure.microsoft.com/en-us/services/cognitive-services/




Adenosis Ductal CarcinomaFibroadenoma Lobular Carcinoma Mucinous CarcinomaPapillary CarcinomaPhyllodes Tumor Tubular Adenoma

Benign Malignant

Source: [1] Spanhol, F., Oliveira, L. S., Petitjean, C., Heutte, L., A Dataset for Breast Cancer Histopathological Image Classification, IEEE Transactions on Biomedical Engineering (TBME), 63(7):1455-1462, 2016



Benchmark: Custom Convolutional Neural Network Analysis

Accuracy of best performing network (based on AlexNet)

CNN Architecture Overview

http://www.inf.ufpr.br/lesoliveira/download/IJCNN2016-BC.pdf

http://www.inf.ufpr.br/lesoliveira/download/IJCNN2016-BC.pdf


Custom Vision Model Performance

Default Training (<1 Minute) Advanced Training (1h)

Experiment: BC03, Performance metrics are based on cross-validation during training

▪ Training only the top fully connected of the neural net

▪ Basic hyperparameter tuning and data augmentation

▪ Also fine tuning the last blocks of the base network

▪ Advanced hyperparameter tuning

▪ More data augmentation

▪ Different improvement strategies explored
(depending on provided time budget)



Benchmarking on separate Test Set

Custom Vision (2h Advanced Training) Customized Transfer Learning Model (effort: 7 days)

Experiment: BC03, Performance metrics are based on separated test set (n=800), magnification factors: 40x, 100x, 200x, 400x

Classification report Precision Recall F1

Benign 0.98 0.98 0.98

Malignant 0.99 0.99 0.99

Micro avg. 0.99 0.99 0.99

Macro avg. 0.99 0.99 0.99

Weighted avg. 0.99 0.99 0.99

Classification report Precision Recall F1

Benign 0.93 1.00 0.96

Malignant 1.00 0.97 0.98

Micro avg. 0.97 0.97 0.97

Macro avg. 0.96 0.98 0.97

Weighted avg. 0.98 0.97 0.98



Classifying Malignant Tumor Categories

Experiment: BC04, Performance metrics are based on cross-validation during training

Lobular Carcinoma

Mucinous Carcinoma

Ductal Carcinoma

Papillary Carcinoma



Data Sets 

Breast – Cancer „BreaKHis_v1“
https://github.com/jhole89/classifying-cancer/tree/master/cnn_image_classifier

Bees vs. Ants = „hymenoptera_data“
https://www.kaggle.com/ajayrana/hymenoptera-data

https://github.com/jhole89/classifying-cancer/tree/master/cnn_image_classifier
https://github.com/jhole89/classifying-cancer/tree/master/cnn_image_classifier
https://www.kaggle.com/ajayrana/hymenoptera-data


AI  



https://aischool.microsoft.com/https://www.edx.org/

https://www.datacamp.com/ https://www.kaggle.com

https://aischool.microsoft.com/
https://www.edx.org/
https://www.datacamp.com/
https://www.kaggle.com/


THANK YOU




