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Artificial Intelligence

Artificial Narrow 

Intelligence (ANI)

Artificial General

Intelligence (AGI)

Artificial Super

Intelligence (ASI)

A single algorithm that performs 

well on many tasks

Predict, create and act

Supervised Learning,

Unsupervised Learning,

Reinforcement Learning

ML / Deep Neural Nets

Machine expertise

at a specific task

AI markedly outperforms  

human intellectual capabilities



Responsible AI 
Analysis



Responsible innovation is top of mind

Most important considerations when investing in AI and Machine Learning technology 

Requirements in investing 

in Machine Learning

Data security and privacy

Transparency

Technical or consulting support

Governance and responsible use

45%

40%

12%

10%

Factors holding businesses 

from implementing AI

Cost and decision criteria for AI Solutions58%

Data quality, quantity, access52%

Algorithms explainability and selection43%

Skilled data science personnel30%

Source: CSS Insight IT Decision Maker Workplace Technology Survey 2019

Source: IDC Whitepaper Leading Your Organization to Responsible AI , March 2020





Security and privacy drive the overall AI Trust discussion

Time Period:  Jul 2018 – Oct 2018

Volume by Subtopic

108K

133K

160K

219K

219K

375K

701K

4%

16%

7%

3%

5%

8%

4%

89%

79%

84%

94%

85%

86%

89%

7%

5%

9%

3%

10%

6%

7%

Transparency

Bias

Ethics

Responsibility

Trust

Privacy

Security

Negative Neutral Positive



Users distrust AI when they hear of bias issues and don’t understand 

how AI works

Users question the objectivity of AI amid high-profile 
examples of AI bias and dislike the black-box nature of the 
AI algorithms – helping users understand how AI works 
may help build trust in AI.

Bias

Conversation around algorithmic bias is often politically charged, even 

more strongly impacting trust. 

Technology and AI are not neutral!  There is bias in every data set and every 

algorithm. Ethical considerations and Trust become value creators, facilitated by 

technology.

Transparency

The complexity of AI and the black box nature of certain machine learning 

techniques such as neutral networks unnerve both users and developers.

The biggest barrier to user trust for AI based systems is explainability. Black box models 

don't make sense  so each time they're wrong, trust is eroded. A well explained model 

makes mistakes that make sense.#DataScience #MachineLearning #DeepLearning 

#artificialintelligence
Facebook rolling back controversial initiative to fight fake news via the @FoxNews 

App SURE FACEBOOK. HEADS UP FACEBOOK SPREADS FAKE NEWS WITH THEIR 

LIBERAL BIAS & FAVORABLE LIBERAL ALGORITHMS. DO NOT TRUST FACEBOOK, 

TWITTER OR ANYONE IN THE MSM...LIARS

73% of users believe search engine results are trustworthy, but gender and racial 

bias are embedded in algorithms. @ProfCatherine hosted @SafiyaNoble for a 

conversation on what that means for digital human rights.

#AI results are only as good, honest & accurate as the humans who build the 

algorithms. Can bias & discrimination be built in? Of course! What independent 

expert will validate algorithms are accurate & fair? This must be part of any AI 

solution to have trust in it.

Because few people are going to trust a black box to make decisions for us. 

#artificialintelligence 

Most finance leaders don’t understand how #AI works, so they find it difficult trust to its 

recommendations. #GRC and auditing can help build responsible AI. @PwCAdvisory 

outlines how

The future of #ArtificialIntelligence depends on #Trust – if it is to drive business success, 

#AI cannot hide in a black box

IBM announced new trust and transparency capabilities for AI to help your business 
achieve visibility into #AI and deliver more fair, accurate outcomes.



Users distrust AI when performance falls short of expectations 

and when they don’t feel like they have control of it

Users want AI to be error-free by human standards and use highly 
visible applications such as AutoCorrect as a gauge of AI’s overall 
accuracy. 

Accuracy

Users share cautionary tales about placing too much 

trust in flawed AI.

I don't trust any music algorithm unless it first proves itself by voting Paul Anka's 'She's 

Having My Baby' as the worst song ever.

Control

Distrust in people and organizations who develop or use AI often extends the 

AI itself

@user I am scared to make that leap cause unless I programmed that bot personally 

(which I don’t know how to do) I have no way to trust its working for me and not the bot 

creator. But I totally want to if I could find a way to trust it.

My most routine daily encounter with AI is autocorrect. It doesn’t fill me with 

confidence.

3rd party certification of AI to gain customer trust? Interesting article - not sure I fully 

agree but definitely agree with statements like "Whether the use of cognitive technologies 

is internal or external, it’s best to under-promise and over-deliver"

Oh the irony of someone from IBM's AI unit talking about trust. The first step to acquiring 
this trust is delivering what you say you will deliver.

@IBM To answer your question… No. We will never be able to trust AI until we can get 
the autocorrect thing figured out.

@guardian Whereupon Murdoch hires The Russian Bot Army to game Facebook 

algorithm for granting "Trusted Source" status in favor of Fox and its subsidiary 

mouthpieces (Hannity, Cavuto, etc.) and, voila, cash flow. Bot Army will probably do the 

dirty on commission.

I pulled ALL my money out of Morgan! I don’t trust robots to make my financial 
decisions!

FACEBOOK USES ARTIFICIAL INTELLIGENCE TO PREDICT YOUR FUTURE ACTIONS FOR 
ADVERTISERS, SAYS CONFIDENTIAL DOCUMENT #DeleteFacebook



Both users and industry insiders weigh in on trust in AI

Users question whether AI and its providers can be trusted, while 

industry insiders discuss how to build trust in AI 

AI Performance The Human Element Industry AwarenessAI-Powered Trust

The AI product experience and 
whether it delivers on user 
expectations

The human-like AI product interface 
and the human creators/owners of 
AI

AI industry insiders discuss the 
importance of and strategies for 
building trust

Using AI to evaluate trustworthiness 
and improve trust in other products 
and services

KEY THEMES



Responsible AI 
Practice 



Practices ToolsPrinciples

Put responsible AI into Action



Our 
Principles

Privacy & Security

Transparency

Inclusiveness

Reliability & Safety

Fairness

Accountability



Microsoft’s AI Practices

Fairness

Reliability & Safety

Privacy and 

Security

Inclusiveness Transparency

Accountability

ENVISION

Benefits and potential risks of AI 

use and review with various 

stakeholders.

DEFINE

Goals, data requirements, and 

metrics per accountability 

principle.

PROTOTYPE

Test data, models & processes 

responsibly and frequently

BUILD

with AI implementation along the 

metrics

LAUNCH

after test in user rings with 

escalation and recovery plan

EVOLVE

Further development 

based on continuous 

monitoring and analysis 



Governance

Tools

Practices

Principles

Reliability & Safety

Privacy & Security

Inclusiveness

Transparency

Accountability

Fairness

Putting AI principles into practice      

Human-AI Guidelines

Conversational AI Guidelines

Inclusive Design Guidelines

Datasheets for Datasets

AI Fairness Checklist





Responsible AI Resource Center

Centralized resource for practitioners 
to put responsible AI into action across 
the development lifecycle

Guidelines and practices to help anticipate 
and address potential issues

Tooling innovation to help you understand, 
protect, and control AI models

Insights and perspectives from leading 
experts from across Microsoft

https://aka.ms/rairesources

https://aka.ms/rairesources


Responsible AI 
Tools 



Tools for responsible AI 

Control

MLOPs

Understand

Interpret 

Machine Learning

FairLearn

Protect

Homomorphic 

Encryption

Differential 

Privacy

Presidio Confidential 

Machine Learning

Audit trail

Datasheets

Error Analysis

https://docs.microsoft.com/en-us/azure/machine-learning/concept-responsible-ml

https://docs.microsoft.com/en-us/azure/machine-learning/concept-responsible-ml


Understand and debug your model

https://github.com/interpretml

Glassbox Models:
Model Types: Linear Models, 

Decision Trees, Decision Rules, 

Explainable Boosting Machines

Blackbox Models:
Model Formats: Python models using 

scickit predict convention, Scikit, 

Tensorflow, Pytorch, Keras,

Explainers: SHAP, LIME, Global 

Surrogate, Feature Permutation

DiCE
Diverse Counterfactual 

Explanations

Interpret
Glassbox and blackbox

interpretability methods for 

tabular data

Interpret-text
Interpretability methods 

for text data

Interpret-community
Additional interpretability 

techniques for tabular data

Azureml-interpret
AzureML SDK wrapper for Interpret 

and Interpret-community



https://github.com/fairlearn/fairlearn

Assessing unfairness in your model

Fairness Assessment:

Use common fairness 

metrics and an interactive 

dashboard to assess which groups 

of people may be negatively 

impacted.

Model Formats: Python models 

using scikit predict convention,

Scikit, Tensorflow, Pytorch, Keras

Metrics: 15+ Common group 

fairness metrics

Model Types: Classification, 

Regression

Fairness Mitigation:

Use state-of-the-art algorithms to 

mitigate unfairness in 

your classification and regression models.



Run ML models on differentially private datasets

https://github.com/opendifferentialprivacy

“Anonymized data isn’t”
Re-identification attacks exploit existing 

knowledge or data to reconstruct anonymized 

records.

Differential Privacy
Enables evaluations of machine learning while 

hiding the information contribution of 

individual data sets. 

SmartNoise
Open source implementation of the 

Differential Privacy Standard (Microsoft and 

Harvard University).



Error Analysis 

Toolkit

https://erroranalysis.ai/

Error Analysis is a Responsible AI toolkit that enables you to get a deeper understanding of 
machine learning model errors. When evaluating a machine learning model, aggregate accuracy 
is not sufficient and single-score evaluation may hide important conditions of inaccuracies. Use 
Error Analysis to identify cohorts with higher error rates and diagnose the root causes behind 
these errors.



AI Security

AI Attacks

• Input Attacks

• Poisoning Attacks

• Adversarial Attacks

• Model Inversion Attacks

AI Quality Checkpoints

• Data and Model Inspections 

& Audits

(Fairlearn, Error Analysis 

Report, InterpretML etc.)

• Unattended Feedback-Loops

• Data Drift, Model Drift Audits

• Threat Modeling AI/ML 

Systems

Training Image Reproduced Image

Source: Fredrikson et al, 2015

https://docs.microsoft.com/en-

us/security/engineering/threat-modeling-aiml

https://dl.acm.org/doi/10.1145/2810103.2813677
https://docs.microsoft.com/en-us/security/engineering/threat-modeling-aiml


Food for Thought 
and Discussion



https://dgap.org/en/research/publications/europes-capacity-act-global-tech-race

https://dgap.org/en/research/publications/europes-capacity-act-global-tech-race


AI arms race

https://www.weforum.org/agend

a/2021/02/heres-what-you-need-

to-know-about-the-new-ai-arms-

race/

https://www.weforum.org/agenda/2021/02/heres-what-you-need-to-know-about-the-new-ai-arms-race/


Regulation on a 

European Approach

for Artificial 

Intelligence 

https://ec.europa.eu/info/strategy/priorities-

2019-2024/europe-fit-digital-age/excellence-

trust-artificial-intelligence

https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age/excellence-trust-artificial-intelligence


AI will impact all industries …..

https://copilot.github.com/

https://copilot.github.com/


Learn about Responsible AI

https://docs.microsoft.com/en-

us/learn/paths/responsible-ai-business-

principles/

Dokumentation
www.microsoft.com/ai/responsible-ai

azure.microsoft.com/blog/build-ai-you-can-trust-with-responsible-ml

docs.microsoft.com/azure/machine-learning/concept-responsible-ml

Vorstellung “The Ethical Algorithm”: youtube.com/watch?v=cPZoP640ZhY

Responsible AI Werkzeuge
github.com/interpretml/interpret

github.com/fairlearn/fairlearn

github.com/opendifferentialprivacy

https://docs.microsoft.com/en-us/learn/paths/responsible-ai-business-principles/







